
The movabs instruction in x86�64 assembly language is a specialized operation designed to

handle 64-bit immediate values and absolute memory addresses. Its usage, however, is

nuanced and often misunderstood, particularly in the context of modern Linux toolchains and

Position-Independent Executable �PIE) requirements. This report synthesizes technical

documentation, compiler behavior, and real-world examples to clarify the proper application of

movabs in Linux environments.

The movabs instruction is essential for loading 64-bit immediate values or accessing absolute 64�

bit memory addresses in x86�64 assembly. However, its compatibility with Linux toolchains is

constrained by default PIE configurations, which enforce RIP-relative addressing for code

portability. Misuse of movabs for symbol addresses (e.g., movabs $str, %rdi) triggers relocation

errors, necessitating alternatives like lea str(%rip), %rdi. Additionally, assembler syntax

variations �AT&T vs. Intel) and historical compiler bugs further complicate its deployment. Proper

use requires adherence to 64-bit operand sizing, awareness of toolchain defaults, and careful

distinction between immediate and memory operands.

The movabs instruction (mnemonic for "move absolute") is uniquely capable of loading a full 64�

bit immediate value into a register. In AT&T syntax, this is expressed as:

movabsq $0x0011223344556677, %rax  # Loads 64-bit constant into %rax

This contrasts with the regular mov instruction, which can only handle 32-bit immediates, zero-

extending them to 64 bits in most cases . For example:

movq $0x00112233, %rax  # Zero-extends to 0x0000000000112233

The distinction becomes critical when working with constants exceeding 32 bits, such as

cryptographic keys or memory-mapped I/O addresses .
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movabs also facilitates direct access to 64-bit absolute memory addresses. For instance:

movabs 0xFEE00000, %rax  # Loads 8 bytes from address 0xFEE00000 (Intel syntax)

This is particularly relevant in kernel development or embedded systems where fixed physical

addresses are used . However, in user-space Linux applications, such usage is rare due to

virtual memory and PIE constraints.

Linux distributions increasingly default to generating PIE executables for enhanced security. PIE

mandates that all code and data addresses be RIP-relative, preventing assumptions about load

addresses. Consider this example:

.section .rodata
str: .string "Hello World"

.text

.globl main
main:
    movabs $str, %rdi  # Fails under PIE
    call printf

Compiling with gcc -no-pie works, but the default -pie setting produces:

relocation R_X86_64_32S against `.rodata' cannot be used; recompile with -fPIC

The issue arises because movabs $str, %rdi attempts to embed a 32-bit absolute address,

which conflicts with PIE's 64-bit address space .

The correct approach uses lea with RIP-relative addressing:

lea str(%rip), %rdi  # Calculates address relative to current RIP

This generates a PC-relative relocation �R_X86_64_PC32�, compatible with PIE . The lea
instruction adds no runtime overhead compared to movabs, as both resolve to similar machine

code after linking.
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In AT&T syntax (used by GAS�, movabs is explicitly required for 64-bit immediates:

movabsq $0x123456789abcdef0, %r15  # AT&amp;T syntax

In Intel syntax (used by NASM/YASM�, the standard mov suffices:

mov r15, 123456789abcdef0h         # Intel syntax

However, GNU assembler's Intel syntax mode (.intel_syntax noprefix) retains the movabs
mnemonic for clarity, leading to potential confusion .

A common pitfall occurs when mixing operand sizes. For example:

movabs 0xFEE00000, %eax  # ERROR: 64-bit address with 32-bit register

The correct form uses a 64-bit register:

movabs 0xFEE00000, %rax  # Loads 64-bit value from absolute address

Assemblers reject mismatches because movabs inherently operates on 64-bit quantities .

A 2013 GCC bug �PR56114) incorrectly omitted square brackets for memory operands in Intel

syntax:

// C code
long foo() { return *(volatile long*)0xFEE00000; }

Generated broken assembly:

movabs 0xFEE00000, %rax  # Missing brackets for memory operand

The fix required explicit memory dereference syntax:

movabs [0xFEE00000], %rax  # Correct Intel syntax
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This highlights the importance of toolchain updates and testing .

FASM initially lacked movabs support, treating it as an invalid instruction. Users reported errors

like:

movabs rdx, '01234567'  # FASM 1.73: "illegal instruction"

The workaround uses standard mov with quadword operands:

mov rdx, 0x3132333435363738  # ASCII '12345678' in hex

This underscores the need for assembler-specific syntax adaptation .

A cryptographic algorithm might initialize a 64-bit mask:

movabsq $0x6a09e667f3bcc908, %r12  # SHA-512 initial hash value

Attempting this with movq would truncate the value to 32 bits .

In kernel code for x86�64, accessing APIC registers requires:

movabs $0xFEE00000, %rbx  # APIC base address
mov (%rbx), %rax           # Read APIC_ID register

Here, movabs ensures the full 64-bit address is loaded, even if the physical address exceeds 32

bits .

Calling a function at a known absolute address in non-PIE code:

movabs $0x4012d0, %rax  # Address of my_function
call *%rax

This pattern is common in bootloaders or JIT compilers .
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The movabs instruction remains a critical tool for low-level x86�64 programming, particularly in

contexts requiring 64-bit immediates or direct physical memory access. However, modern Linux

toolchains impose constraints through PIE and syntax-specific requirements that demand careful

adaptation. By adhering to RIP-relative addressing for symbols, validating operand sizes, and

staying aware of assembler idiosyncrasies, developers can leverage movabs effectively while

maintaining compatibility with contemporary security and portability standards. Future work may

involve compiler improvements to automate movabs/lea selection and enhanced assembler

diagnostics for common misuse patterns.

⁂

Best Practices and Recommendations

���Prefer RIP�Relative Addressing

Default to lea symbol(%rip), %reg for symbol access in PIE-enabled code. Reserve movabs
for true 64-bit immediates or non-relocatable addresses.

���Explicit Operand Sizing

Always suffix movabs with q in AT&T syntax (e.g., movabsq) to clarify operand size and prevent

assembler ambiguities.

���Memory Operand Syntax

In Intel syntax, use square brackets for memory operands:

movabs [0xdeadbeef], rax  # Load from memory
movabs rax, 0xdeadbeef    # Load immediate

���Compiler Flags

Disable PIE selectively when absolute addressing is required:

gcc -no-pie -nostdlib my_prog.s  # For non-PIE executables

���Toolchain Validation

Verify movabs behavior with:

echo 'movabs $0x123456789abc, %rax' | gcc -x assembler -c -o /dev/null -

Conclusion

���https://cs4157.github.io/www/2024�1/lect/13-x86-assembly.html

���https://gcc.gnu.org/bugzilla/show_bug.cgi?id=56114

���https://sourceware.org/bugzilla/show_bug.cgi?id=15034

���https://stackoverflow.com/questions/62213517/i-cannot-use-movabs-in-gas-assembly

���https://board.flatassembler.net/topic.php?p=215702
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